May 4, 2017 Solution

Statistics - 1T - Semesteral Examination - Second Semester, 2016-17
1. Let X1,Xa,..., X, be a random sample from N(100,0?%) where o is unknown. Consider testing at
level o,

Hy : % <20 versus Hy : 0 > 20.

(a) Show that the conditions required for the existence of UMP test are satisfied here.
(b) Derive UMP test of level c.

(¢) Consider the test which rejects Ho whenever Y i (X; — X)? > C where C > 0 is such that
sup P(Y7_(X; — X)? > C) = a. Show that this test is not UMP test of level .

02<20

Solution: The joint pdf of X7, X5,..., X, is

f(xlo®) =

T (o - 1007

(- ==

1
Vor' (o2)n
The sufficient statistics for o2 is Y = Y"1 | (X; — 100).

(a) The distribution of > ., (X; —100)?/0? has a x? distribution with n degrees of freedom. The
distribution function of Y is

1 n Y

= y¥ lep(— =),y > 0.

The family of pdfs {g(y|o?) : > > 0} has a monotone likelihood ratio (MLR), as for every o3 >
o2, the ratio g(y|o3)/g(y|o?) is a increasing function of y on {y : g(y|o3) > 0 or g(y|o3) > 0}.
Using the theorem due to Karlin and Rubin, for any yg, the test that rejects Hy if and only if
Y > yo is a UMP level « test, where o = Py2_90(Y > yo).

(b) Choosing yo = 20x%(n)(1 — a) (where x?(n)(1 — a) is the 100 x (1 — a)** percentile of a x?
distribution with (n — 1) degrees of freedom), we get Pp2_o0(> ;Y > yo) = a. The UMP
test of level a rejects Hy if and only if Y > 20x2(n)(1 — «).

(c) Consider testing the hypothesis H} : 02 = 20 against H} : 02 = o7, for some o7 > 20.
Using the Neyman- Pearson lemma, the MP level « test rejects Hy for Hi if and only if
Y > 20x%(n)(1 — a). Any other level a test having a power as high as the former must have
the same rejection region except for a set A satisfying fA f(x|o?)dx = 0.

Therefore, the test given in (c) of the question is not a UMP test for testing Hy against H;.

O

2. Let X1, Xo,...,X,, be a random sample from the distribution with density f(x|\) = dexp(—Az),z >
0, where A > 0 ts unknown. For testing

Hy:A=1 versus Hy : A # 1,

find the generalized likelihood ratio test at the significance level a.



Solution: The parameter space ©® = {A: A > 0}. The parameter space under Hp is ©g = {A : A =
1}.

The likelihood function is .
L(Ax) = A"exp(—A Z ;).
i=1

The LRT statistic is

supL(1|x)
©¢

9(x) = supL(A\|x)"
©

The M.L.E of X over © is A, = 1/7, = 1/(> 1, zi/n).
The LRT statistic is . .
P(x) = (Z xi/n)”exp(f(z T; —n)).
=1 i=1

The generalized likelihood ratio test of significance level « that rejects Hy is given as
p(x) = 1, for (31 z;/n)"exp(— (X1 2 —n)) < ca
= 0 otherwise,
where ¢, is such that P, (3, Xi/n)"exp(—(> i, Xi —n)) < ¢a) = a. The above critical region
for generalized likelihood ratio test of size o that rejects Hy can be written as

— / — /
Tp <€ 4, and Ty > ¢y 4,

where ¢} , and ¢, , are chosen such that

n n
PHo(Z Xi <€ 0 ZXi >ch,)=a.
i=1 i=1

Y =>"" | X, follows a Gamma distribution, with pdf

n

g(ylA) = FA(n)y

n

“Lexp(—yN),y > 0.

For an equal tail test, c| , and ¢ ,, respectively, are the § x 100" and (1 — $) X 100" percentile
of Gamma(n, \) distribution with pdf g(y|\).

O
. Let X1, Xo,...,X, be ii.d. N(u,0?), where p >0 and 0® > 0. Let 6 = (u,02).

(a) What is the parameter space © in this model?

(b) Find the m.l.e., (fi,6%) of (u,0?).

(¢) Find the UMVUE i* of p.

(d) Show that E((i — p)?) < E((i* — p)?) for all 6 € ©.

Solution:

(a) The parameter space © = {(u,0?) : p > 0,02 > 0}.



(b) the log-likelihood for estimating 6 can be written as

C o Z:L:l('rl - /J’)Q

L(0]x) = log(f(0]x)) = 202

n
- 5109(02)7
where C' is independent of #. The partial derivative, with respect to u is

OL(0|x) zn: Ti—

ou - o2

=1

Setting the partial derivative to 0 and solving the equation yield the following solution

=y -

Next, to obtain the mle of 6.

n n

S() =3 (i — ) = (s — ) + (@0 — 1)?

i=1 i=1

When z, < 0, S(x) is increasing in u for u > 0. Therefore, for Z,, < 0, for any value of o2,
L(6]x) is maximized at & = 0. While for Z,, > 0, the sum S(x) is minimum at i = Z,,. The
MLE for p is

f=0for X, <0and g =X, for X,, > 0.

From the above, we only need to show that mexp( > (i — ﬂ)z)/202> attains its
maximum at = (37" (x; — 1)?). Let

log(g1(0”|x)) =
Then, setting the derivative of this function with respect to o2 to 0, yields the unique solution
5 (i (@i = )?). Also,

d*log(g1(0?[x))

<0.
d(c?)? =1(Tr (@i-)?)

0-2_

Therefore, the MLE of ¢ is 1 (Y1 (z; — 21)?).

The statistic (Y7, X7, > 7" | X;) is complete. To find the UMVUE for x we only need to look
for an unbiased estimator for 1 based on the statistic. As F(X,,) = u, UMVUE 4* of p is X,.

(1" = p)? = (X — p)*I(Xn 2 0) + (X, — ) 1(X,, < 0)
= (X, — w)?I(X,, > 0) + p*I(X,, < 0) + X, (X, — 2u)[(X,, < 0)
= ﬂ_,u) +Xn(Xn_2u)I(X <O) (i — M)

~~

as X, I(X,, <0)<0and (X, —2u)I(X, <0) <0 for 4 > 0. Hence,

B(ii* — p)* > B(ji - p)”.



]

. The weekly number of fires X in a town has the Poisson(0) distribution. The number of fires
observed for five weekly periods were 0,1,1,0,0. Assume that these observations are independent,
and that the prior distribution on 0 is w(0) o< fexp(—100)1( )(0).

(a) Derive the posterior distribution 0 given the data.

(b) Find the posterior mean and posterior standard deviation of 0.

Solution: The distribution of X is
—0)6”
£(z]0) = %,xzo,m,....
The prior distribution of 6 is a Gamma distribution given by
2

10
() = @Qexp(—loﬁ),o <6 < 0.

The joint distribution of (X, 0) is
9(x,0) = f(x]0) x ().
o 10,2
p@)= [ gle.0)a8 = (7)o + 1),
0
(a) The posterior distribution 6 given the data is

11%20%exp(—116)

The posterior distribution is Gamma distribution with scale parameter 1/11 and shape pa-
rameter 4.
(b) The posterior mean is 4/11 and posterior standard deviation is 2/11.

O
. Let Xq,Xo,...,X,, be i.i.d. Poisson(\), A > 0, and let Y; = 1 when X; > 0, and 0 otherwise,
1=1,2,...,n.

(a) Show that X is a consistent estimator of \, and it is asymptotically normally distributed.

(b) Find a transform, g(Y), of Y which is a consistent estimator of \; derive its asymptotic
distribution.
(c) Compare the asymptotic relative efficiency of X with respect to g(Y).
Solution: The pmf of X is
AT -
p(z|\) = %,m =0,1,2,....
!

The log likelihood function is

logL(\x) = Zmilog(/\) — n\ — nlog(a!).
i=1



(a) The partial derivatives, with respect to A is

OL( )\|x Z;
-5
Setting these partial derivatives to 0 and solving the equations yield the following unique
solution
Zz
~n
Also,
d*log(L(A[x))
_— 0
s <

The mle of X is X.

(b) The probability distribution of X satisfies the regularity conditions. Hence, the estimator A
is consistent and

), as n — 00,

A 1
V(A =2) = NO.

where Ix(A) is the Fisher’s information number obtained as

log(p(eN)) = -

() = B2

(¢) P(Y; =0) =exp(—A) and P(Y; =1) =1 — exp(—A). The joint distribution of Y7,...,Y,, is

h(y|A) = GIP(*)\Zyi)(l — escp(—)\))”*zyzl Yi

=1

The log likelihood function is

n
n — -1 Yi
logLy(Aly) = =X E yi + —Z“ly )

— exp(=A))
The partial derivative, with respect to A is
3L1 >\|y Z + — i 1%‘) p(=A)
(1= exp(=N))
Setting these partial derivatives to 0 and solving the equations yield the following unique
solution
- i
= —l —_—
09D )
i=1
Also,
d?log(L
og( (Aly))’ <o
d\? A=Ay



The mle of X is —log(>21, Y1), i.e. g(Y) = —log(Y).

i=1 n
exp(—A)
(1 —exp(=A)

The probability distribution of Y7 satisfies the regularity conditions, and hence

Iy(\) =

. 1
V(A= A) = N(O,m), as n — 0o,

(c) The A.R.E of of X with respect to g(Y) is

o on  Iv(AN)  deaxp(=X) A
AREX 90) = 1555 = T eapio)) ~ aapiy =1

This function is strictly decreasing and reaches a maximum value of 1. At A =0, it is 0 and
for A — oo, the limit of the function is 1.

O



